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ABSTRACT

One-shot learning aims to recognize novel target classes from few examples by transferring knowledge from source classes, under a general assumption that the source and target classes are semantically related but not exactly the same. Based on this assumption, recent work has focused on image-based one-shot learning, while little work has addressed video-based one-shot learning. One of the challenges lies in that it is difficult to maintain the disjoint-class assumption for videos, since video clips of target classes may potentially appear in the videos of source classes. To address this issue, we introduce a novel setting, termed as embodied agents based one-shot learning, which leverages synthetic videos produced in a virtual environment to understand realistic videos of target classes. In this setting, we further propose two types of learning tasks: embodied one-shot video domain adaptation and embodied one-shot video transfer recognition. These tasks serve as a testbed for evaluating video related one-shot learning tasks. In addition, we propose a general video segment augmentation method, which significantly facilitates a variety of one-shot learning tasks. Experimental results validate the soundness of our setting and learning tasks, and also show the effectiveness of our augmentation approach to video recognition in the small-sample size regime.
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1 INTRODUCTION

Deep learning has achieved great success in many multimedia applications, including image object detection [17, 30, 41] and captioning [6, 50, 55]. Due to the powerful learning ability, deep architectures have been also extended to tackle tasks in more complex video domains, such as video classification [18, 21, 26, 47]. However, a large amount of manually labeled data is required to train these models and this may not be realistic in real-world multimedia applications. Therefore, one-shot learning [12, 15, 40, 44, 49, 52, 53], which aims to enable models to recognize a novel unseen concept with only one or few examples, has attracted increasing attention. In the widely used one-shot learning setting, we are given a source domain and a target domain, and any data in the target domain should not be contained in the source domain. All the labeled data in the source domain can be used to help train a model to recognize novel classes of the target domain.

Most of the existing work focuses on image-based one-shot learning [7, 11, 12, 15, 49, 51]. By contrast, videos consist of temporal sequences of frames, increasing the difficulty and complexity in
learning representations and one-shot classifiers. To address this issue, previous work has explored metric learning [16, 24, 33] and meta learning [58].

One-Shot Learning Setting Revisited. In the ideal one-shot learning setting, the target data of novel classes are supposed to be strictly disjoint from the source data of known base classes [49]. However, videos are more complex than images, and it is common that a video labeled as a certain action category contains some video clips from other actions. For example, the videos of the “shooting basketball” class are likely to contain the clips of the “running” class. Thus, if we take the classes of “shooting basketball” and “running” as the source and target domains, respectively, some videos of the “running” class may appear in the source data but with different class labels. This indicates that the source and target classes are not disjoint in such scenarios.

Violating the disjoint-class assumption may result in some undesired effects in one-shot video recognition. First, the feature representation may not be necessarily learned to generalize to videos of novel classes, since some videos have already existed in the source domain. Second, it is difficult to analyze and evaluate the transfer and generalization ability of proposed algorithms for one-shot learning tasks, since the improved performance might be contributed to that some target videos have been seen by the model.

To address these limitations when extending one-shot image recognition to video domains, we advocate learning from actions of a virtual embodied agent, which is inspired by recent work on embodied agents [1]. An embodied agent is an intelligent agent that interacts with the environment through its body. In our video recognition problem, we define the environment as scenarios where humans perform actions, and the goal of the agent is to mimic human actions as real as possible. This imitation process is loosely relevant to how humans recognize a novel action. To better understand one particular novel action, humans might play that action in the brain. Incorporating this ability to hallucinate video instances of new actions in a virtual world might help machine vision systems perform better one-shot learning. More importantly, by leveraging the purity of synthetic videos, we mitigate the aforementioned overlapping issue between source and target data.

Formally, we introduce a novel one-shot learning setting — embodied agents based one-shot learning for video recognition. In our setting, source data is the synthetic animations from the embodied environment, and we take real videos as the target data. Concretely, we propose two tasks — embodied one-shot video domain adaptation and embodied one-shot video transfer recognition. The action classes of source and target domains are the same in the former task, but different in the latter task.

A comparison between the typical one-shot setting and our new setting is shown in Figure 1. One merit of our setting is that it allows to synthesize massive virtual videos effectively and efficiently. The virtual world is mainly composed of an agent and an environment. The agent performs specific actions repeatedly but with different poses, changing background scenes, and various camera parameters. This simulation runs automatically and is implemented based on a popular game engine called Unreal Engine 4. We conduct a pilot study in the new setting and by running our simulator, we construct a new dataset, termed as UnrealAction, which contains 14 action classes and each class has 100 virtual videos.

In addition to the new setting and benchmark, we introduce a novel video segment augmentation method that leverages the virtual videos for one-shot video learning. Inspired by the subliminal advertising experiment [22, 34] in advertising industry, we augment videos by replacing some short clips. This introduces some small turbulence in learning to extract video features. In psychological science, it is also known as Subliminal Perception [39]. Specifically, we first collect some videos from the source domain as gallery videos, and then we divide these gallery videos into consecutive video segments. Given a labeled probe video, we calculate the similarity between probe video segments and gallery video segments. As demonstrated in Figure 2, by replacing one segment in a probe video with the corresponding gallery video segment, we generate a new video of the same label as the original probe video. In this way, we are able to augment video instances on a large scale. One-shot video recognition tasks are thus conducted over these augmented videos. Extensive experiments on the UnrealAction and MiniKinetics datasets validate our new setting and learning tasks, and show the effectiveness of our augmentation approach in one-shot learning tasks.

Contributions. We summarize our contributions as follows. 1) For the first time, the task of embodied agents based one-shot video learning is proposed. We introduce a novel learning setting — the Unreal environment, with a set of action scripts, virtual avatars, and the corresponding evaluation protocol. The UnrealAction1 dataset is publicly available. 2) We propose two novel tasks in this setting — embodied one-shot video domain adaption and embodied one-shot video transfer recognition, as an extension of one-shot learning to video domains. 3) We further propose a novel video segment augmentation method to address one-shot video learning. Extensive experiments show the soundness of our learning setting and the effectiveness of our learning algorithm.

2 RELATED WORK

One-Shot Learning. Previous work mainly focuses on metric-learning, meta-learning, and generative models for one-shot learning in image domains. Flagship techniques in metric-learning methods include Deep Siamese Network [25], ProtoNet [44], and Matching Net [49]. Meta-learning methods [15, 40, 52–54] train a meta-learner to optimize the parameters of recognition models. And

Figure 2: Illustration of our video segment augmentation method. Given a probe video with label c, we replace one segment in it with another gallery video segment to generate a new video whose label can still be regarded as c.

1http://www.sdspeople.fudan.edu.cn/fuyanwei/dataset/UnrealAction/
generative models are complementary to these discriminative approaches [12, 27, 32, 51]. By contrast, we address one-shot learning in video domains, a more challenging and under-explored task. The most relevant work is Compound Memory Network (CMN) [58]. While CMN improves the network architecture for one-shot video recognition, our method focuses on data augmentation.

**Video Representation Learning.** The core of video action recognition is video representation learning. Conventional approaches focus on hand-crafted representations [23, 28, 29]. Most of them detect spatio-temporal interest points and then describe these points with local representation. More recently, convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have shown high performance in video representation learning. Among them, we can briefly group the model-based methods into two categories: image-based (mainly rely on 2D ConvNets) [9, 14, 43, 57] and video-based (mainly rely on 3D ConvNets) [2, 20, 37, 48]. And they are not mutually exclusive. Some image-based two-stream networks apply 3D ConvNets to fuse the spatial and flow streams [13]; some video-based networks use 2D convolutional layers to reduce the size of models [2, 37].

Although they have achieved very high accuracy on existing video recognition benchmarks, these methods are still not able to recognize a novel class with only one or few examples. In this paper, we mainly address one-shot learning tasks by enabling our model to quickly learn new concepts. In addition, data augmentation, such as random sampling, random cropping, flipping, rotation, and semantic augmentation [8], has been used in learning video representation. We propose a frame-level video segment augmentation method, which replaces one segment in a probe video with the most semantically similar gallery video segment. The generated video thus maintains the semantic information and temporal consistency of the original probe video.

**Learning from Virtual Data.** Many attempts have been made to train a network using data rendered from 3D models, such as GTAV [42], flying chairs [10], UnrealCV [36], and DeepDrive [38]. We build a virtual world which is designed for generating videos of human actions with various camera viewpoints, 3D models of characters, agent poses, and environment. Virtual video action recognition datasets are relatively rare and this is the first virtual video action recognition dataset to the best of our knowledge.

**Embodied Agents.** The concept of embodied agents is widely used. The work of navigation learning [1] is relatively similar to ours. They establish a benchmark which consists of scenarios from environment datasets, such as SUNCG [45] and Matterport3D [3]. However, they mainly focus on indoor navigation, while we are interested in human actions in different scenarios, including indoors, city street, and natural scenes. The goal of a navigation agent is to navigate to a location specified by either a coordinate, or a category of areas, or a category of objects, while our agent aims to perform multiple actions in different scenarios with a camera tracking it.

**TRECVID Multimedia Event Detection (MED).** Event detection has been studied in TRECVID MED², which learns to assign event labels to videos [4, 5, 19, 35, 56]. It also has the one-shot and zero-shot settings. Note that in MED, only testing videos are provided. That is, researchers can use any available source data to pre-train the model. Different from TRECVID MED, our newly proposed setting has a fixed source domain. Hence, it is relatively easier to evaluate and compare the transfer ability of different one-shot video recognition models with the fixed virtual source videos.

## 3 TASK FORMULATION

We simulate the actions of virtual avatars in our virtual environment. The videos are then generated based on the embodied agents.

### 3.1 Actions of Virtual Embodied Agents

**Actions from Embodied Agents.** The video game industry has developed many tools to facilitate building realistic virtual worlds. We take advantage of this and choose a popular game engine, Unreal Engine 4, to build our simulator. Unreal Engine 4 provides Blueprint, a visual script, to control the virtual world. Our simulator is mainly composed of an agent and an environment, and the actions of the agent are recorded by virtual cameras. We use Blueprint to define the activities of the agent, the motion of the virtual camera, and the reaction of the environment. We collect tens of character models as alternative appearances of our agent, 14 action classes of animations as our classification categories, and several game maps as our environment. The 3D character models are in different clothes, hairstyles, genders, and races. They also have skeletons, which enable the characters to perform skeletal animations. We make these animations compatible with all of our character skeletons. Therefore, all the characters can perform all the actions. The game maps include indoor scenes, urban scenes, and natural scenes. Many of these resources can be easily accessed in the Unreal store³, which is a market providing game developers with needed resources. All of these resources are connected by the Blueprint script.

**Action Video Synthesis.** The virtual environment allows us to synthesize as many action videos as needed. The virtual videos are recorded by the camera in the simulator. We implement a camera which moves to keep track of the agent all the time in Blueprint. To enrich the diversity of the generated data, our agent changes its appearance by using different 3D character models and moving from one place to another in the virtual world. The agent keeps performing all the 14 actions continuously. We define the time for which the agent performs all these 14 actions in sequence as a period. The agent finds a new place in the map automatically at the beginning of each period and starts performing at that place with a random pose. The camera follows the agent and appears at a random place near the agent. This process is repeated, thus generating different video clips every time. In this way, we synthesize a large number of virtual videos with high diversity. These synthetic videos provide additional information to our recognition model.

**Embodied Video Recognition.** To facilitate the study of embodied agents based one-shot learning, we release a novel dataset – UnrealAction, which has 14 action classes, and each action class has 100 videos from the virtual domain and 10 videos from the real-world domain. The virtual videos consist of the actions of the agent captured by virtual cameras in our environment. The real-world videos are collected from social media platforms and published datasets, such as YouTube, UCF101 [46], and Kinetics [2].

Essentially, our dataset performs as the playground for two tasks defined here, namely, embodied one-shot domain adaptation and embodied one-shot transfer recognition. These tasks use the virtual video classes as the source domain to help classification of real-world videos. Note that the action classes of the source and target domains are the same in the former task, but different in the latter task, as shown in Figure 1.

3.2 Embodied One-Shot Video Recognition

Problem Setup. The basic experimental setup is as follows. Given a base category set $C_{\text{base}}$ and a novel category set $C_{\text{novel}}$, we have a base dataset $D_{\text{base}} = \{(V_i, z_i), z_i \in C_{\text{base}}\}$ and a novel dataset $D_{\text{novel}} = \{(V_i, z_i), z_i \in C_{\text{novel}}\}$. A recognition algorithm is learned on $D_{\text{base}}$ and aims to generalize to the novel category which has one or few labeled examples.

Specifically, we present two tasks of embodied one-shot video recognition: (1) Embodied one-shot video domain adaption. For this task, the category sets of the source domain and the target domain remain the same, i.e., $C_{\text{base}} = C_{\text{novel}}$. We aim to learn a one-shot classifier on the virtual source data and then generalize it to real target data. (2) Embodied one-shot video transfer recognition. This task is consistent with traditional one-shot learning, where the category set of the source data is disjoint from that of the target data, i.e., $C_{\text{base}} \cap C_{\text{novel}} = \emptyset$. What distinguishes us from classic video one-shot recognition is that our source data is virtual videos, thus making our task more challenging.

Video Representation. Generally, there are image-based and video-based representation learning methods. (1) For image-based representation learning methods, they simply average the image-level features as video-level features. One advantage of image-based based models is that they can leverage ImageNet pre-trained architectures for warm starting, which is very useful. (2) For video-based representation learning methods, they require a significant amount of video instances and classes to help train models [2]. And in many cases, the pre-trained dataset may still contain the videos in the target domain. Thus, we stick to image-based representation learning methods in our setting, and we leave video-based representation learning methods as future work. We use $f_\theta(\cdot)$ to denote the video representation extractor, where $\theta$ is the parameter set.

Evaluation Setup. We extend the typical $N$-way-$k$-shot setting [40] to evaluate the performance on the novel tasks. Specifically, to evaluate the capability of recognizing novel categories, we sample an $N$-way-$k$-shot episode from $D_{\text{novel}}$ for testing, repeat this process for a certain number of times, and then we average the results.

An $N$-way-$k$-shot task is derived by the following procedure: we first randomly sample $N$ classes from $C_{\text{novel}}$, and then randomly sample $k$ labeled samples per class to construct the support set $S$ ($|S| = N \times k$). An additional unlabeled example $q$ is sampled. This example belongs to one of the $N$ classes and is used for testing.

One-shot Classifier. We have multiple choices of one-shot classifiers, including SVM, KNN, and ProtoNet [44]. We compare the performance of these classifiers in the ablation study, and we adopt ProtoNet as our one-shot classifier. ProtoNet is a metric-learning method and uses Euclidean distance for measuring distance between video representations. For support set $S$ in the testing episode, $S$ is augmented to $\hat{S}$ by our segment augmentation method. Following [44], we then calculate the prototype vector $p_c$ for each class $c$ in $\hat{S}$ as follows:

$$p_c = \frac{1}{|S_c|} \sum_{(V_i, z_i) \in S_c} f_\theta(V_i).$$ (1)

Given the query video $q$, its probability of belonging to class $c$ can be computed as:

$$P(z_q = c | q) = \frac{\exp(\|f_\theta(q), p_c\|)}{\sum_{c=1}^{N} \exp(\|f_\theta(q), p_c\|)}.$$ (2)

where $\| \cdot \|$ indicates the Euclidean distance. The class label with the highest probability is the predicted label for the query video $q$. 

Figure 3: Examples of our UnrealAction dataset. The left part shows the real target videos, while the right part demonstrates the synthetic virtual videos. We generate videos with various camera viewpoints, 3D character models, agent poses, and scenes.
4 RECOGNITION METHOD

4.1 Video Representation Learning

In all of our experiments, we use ResNet-50 as our video feature extractor, and the features before the final layer of each frame are averaged as video-level (segment-level) representation.

To learn a feature extractor, our method mainly contains two stages. We denote the dataset augmented by our algorithm as \( D_{\text{base}} \) or \( D_{\text{novel}} \). We first fine-tune our video feature extractor on \( D_{\text{base}} \) and then fine-tune the network on the augmented dataset \( D_{\text{base}} \) generated by our segment augmentation method. When first fine-tuning the network on \( D_{\text{base}} \), we expect that our model transfers from the ImageNet domain to our source domain, which we believe is much closer to the target domain in general. And the purpose of fine-tuning our model on \( D_{\text{base}} \) is to enforce our model to have the ability of recognizing the augmented videos.

In the testing phase, the fine-tuned model is used as a feature extractor for \( D_{\text{novel}} \) and \( D_{\text{novel}} \). Then ProtoNet is applied to predict action labels for query videos.

4.2 Video Segment Augmentation Method

We introduce a novel frame-level video segment augmentation method. We randomly select 10 videos per class from the base dataset \( D_{\text{base}} \). We use these selected videos to form a gallery set \( G \). More concretely, the centering 16 frames of each video are sampled as \( G \). The same \( G \) is used for augmenting both the base dataset \( D_{\text{base}} \) and the novel dataset \( D_{\text{novel}} \).

Formally, given a probe video \( V_{\text{probe}} \) and its corresponding action label \( z_{\text{probe}} \), we divide it into several continuous video segments of length \( l_{\text{seg}} \). This means that each segment consists of \( l_{\text{seg}} \) frames. We also perform the same partition for all the gallery videos.

Hence, we have \( |G_{\text{base}}| \times 10 \times 16/l_{\text{seg}} \) gallery segments to form the gallery segment pool \( G_{\text{pool}} \). By replacing a probe segment in \( V_{\text{probe}} \) with a gallery segment in \( G_{\text{pool}} \) each time, we can generate a new video \( V_{\text{mix}} \), whose action category is still labeled as \( z_{\text{probe}} \) when \( l_{\text{seg}} \) is small.

Our video segment augmentation method is demonstrated in Figure 4. First, both the gallery and probe video segments are fed into \( f_\theta() \) to obtain segment-level features. As shown in Figure 4, \( f_\theta() \) indicates the sequence of segment features. Specifically, the features of segments in \( V_{\text{probe}} \) are formulated as

\[
F_\theta(V_{\text{probe}}) = [f_\theta(P_1), f_\theta(P_2), ..., f_\theta(P_m)], \tag{3}
\]

where \( m \) indicates the number of segments in \( V_{\text{probe}} \), and \( P_m \) represents the \( m \)-th segment belonging to \( V_{\text{probe}} \). After that, for each segment \( G_k \) in \( G_{\text{pool}} \), we calculate the semantic correlation between \( f_\theta(G_k) \) and \( f_\theta(V_{\text{probe}}) \), and the details are shown in Figure 4. Specifically, given the representation of a gallery segment (the red one) and probe segments (the orange one), we compare the Euclidean distance between the segments of videos. This is achieved by applying a sliding window over the representations of probe segments as in Figure 4, and computing Euclidean distance of representations between gallery and probe segments. The computed results \( \langle y_{k,1}, y_{k,2}, y_{k,3}, ..., y_{k,m} \rangle \) reflect the similarity between these segments.

We not only seek the semantically closest gallery video segment for a certain probe segment, but also take temporal consistency into consideration. Specially, we apply a convolution operation to the semantic scores with a fixed symmetric kernel template – \( \{\lambda_1, \lambda_2, \lambda_3\} \). We denote it as a "temporal convolutional flattening layer". The final score vector \( \langle y_{k,1}', y_{k,2}', y_{k,3}', ..., y_{k,m}' \rangle \) thus helps maintain the temporal consistency in the generated videos.
We compute the score matrix between all segments of each probe video and all gallery segments. As illustrated in Figure 4, each probe video segment is replaced by the segment from gallery videos with the smallest score. This generates a new video $V_{g,n}$. In the testing phase, in order to maximize the generation of new data, we replace each video segment and synthesize a new video for it. For example, for a clip of 16 frames with $l_{se} = 2$, our method generates 8 augmented videos.

To train the model on the base dataset, we replace one segment clip every 16 frames, so that every 16-frames video clip has exactly one segment replaced after being randomly cropped from the original training video.

5 EXPERIMENTS

5.1 Datasets

UnrealAction. The details of this new dataset are described in section 3.1. We conduct experiments on the two novel tasks on this dataset: one is embodied one-shot video adaptation which uses virtual videos of the 14 classes as source data and real videos of the same 14 classes as testing data, the other one is embodied one-shot transfer recognition, which uses the virtual data of 14 classes as source data and real videos of other classes as testing data. In the latter setting, the testing set of MiniKinetics is leveraged as the target data.

MiniKinetics. Due to the lack of general benchmarks in one-shot video action recognition, we follow the dataset processing method proposed in [58], and we denote it as MiniKinetics. All the videos in MiniKinetics are collected from the Kinetics dataset [2], and 100 classes are selected from the original Kinetics, with 100 videos per class. The 100 classes are divided into 64, 12, 24 classes for training, validation and testing, respectively. There is no intersection between the categories of these three datasets. To better evaluate our video segment augmentation method, we also conduct experiments on MiniKinetics and achieve the state-of-art performance.

5.2 Implementation Details

Video Processing. At the training stage, we randomly sample continuous 16-frames clip for both $D_{base}$ or $D_{base}$, and each frame is randomly horizontally flipped for data augmentation. Following the processing procedure in CMN [58], the frames are first rescaled by resizing the shorter side to 256 and then random cropped to a $224 \times 224$ region. At the testing stage, we sample the center continuous 16-frames clip and then adopt a center crop to obtain a $224 \times 224$ region per frame.

Setup. Stochastic gradient descent (SGD) with momentum=0.9 is used to fine-tune our network for 6 epochs for both of two fine-tuning stages. The batch size is set as 6. When fine-tuning on the initial train dataset, the learning rates of the last layer and the other layers are set to $1 \times 10^{-2}$ and $1 \times 10^{-3}$, respectively. They are divided by 10 when fine-tuning on the augmented training dataset to prevent our network from overfitting. The kernel $\lambda_1$, $\lambda_2$ in the temporal convolutional flatting layer is set as 0.1 and 1.0, respectively, and $l_{se}$ is set as 2.

Evaluation. We randomly sample 20,000 episodes and calculate mean accuracy as final results. We also apply $L2$ normalization to video features before the one-shot classifier as the CMN does.

5.3 Results on UnrealAction

We conduct experiments on two settings: embodied one-shot video adaptation, and embodied one-shot video transfer recognition.

Baselines and Competitors. The difference between the two tasks lies in the video class set at the testing stage. In domain adaptation, the testing data belongs to the same class set as the virtual source data, while in transfer recognition, the testing data is selected from MiniKinetics. The same baselines and competitors are used for the two tasks. We report 1-shot, 2-shot, and 3-shot results on the 5-way setting.

(1) In the first baseline "BaseNet + test", we use ResNet-50 pre-trained on ImageNet as feature extractor. (2) Then we fine-tune ImageNet pre-trained ResNet-50 on our virtual source data, and we denote this baseline as "VirF + test". (3) For "VirF + testAug", we explore fine-tuning our model only on $D_{base}$ and applying our segment method in the testing stage. (4) We also adopt another virtual dataset DeepDrive [38] as our gallery. It is a synthetic dataset used in autonomous driving ("VirF + testAugD").

One-shot Video Domain Adaptation. The results are shown in Table 1. The numbers are reported in percentages. We can see that our method achieves the best performance in all the three shots which shows that the synthetic virtual dataset helps models to learn from the real data when they belong to the same classes. Consider that when novel concepts only have one or few available examples, it is difficult to find the corresponding real source data and label them. In contrast, we can utilize our virtual embodied agents and virtual environment to generate massive virtual videos and they can be easily used to train the recognition models over the new video concepts.

From the results of "VirF + testAugD", we note that the results using this irrelevant synthetic dataset as gallery set is worse than those with no gallery in most cases. In contrast, using our virtual dataset as gallery videos improves the recognition results consistently. This also validates the effectiveness of our augmentation methods which replaces the probe segments with semantic correlated and temporal consistent probe segments. In addition, we find that fine-tuning our model on $D_{base}$ is also helpful in recognizing the generated video data.

As a pilot study on UnrealAction dataset, we report the per-class accuracy on the 5-way 1-shot setting in Figure 5. It is mean accuracy over all the queries in testing episodes, and the numbers are reported in percentages. The "bowing" category has the lowest accuracy, while "holding a baby" and "samba dancing" achieve the highest performance with 70.4% and 63.6 %, respectively.

Table 1: Classification accuracy (%) of 5-way few-shot video domain adaptation on the test set of UnrealAction.

<table>
<thead>
<tr>
<th>models</th>
<th>1-shot</th>
<th>2-shot</th>
<th>3-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaseNet+test</td>
<td>44.2</td>
<td>52.3</td>
<td>57.8</td>
</tr>
<tr>
<td>VirF + test</td>
<td>43.5</td>
<td>52.2</td>
<td>57.9</td>
</tr>
<tr>
<td>VirF + testAug</td>
<td>44.6</td>
<td>52.7</td>
<td>58.2</td>
</tr>
<tr>
<td>VirF + testAugD</td>
<td>43.2</td>
<td>51.6</td>
<td>55.9</td>
</tr>
<tr>
<td>Ours</td>
<td>44.8</td>
<td>53.2</td>
<td>59.0</td>
</tr>
</tbody>
</table>
Table 2: Classification accuracy (%) of 5-way few-shot video transfer recognition on the test set of MiniKinetics.

<table>
<thead>
<tr>
<th>models</th>
<th>1-shot</th>
<th>2-shot</th>
<th>3-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaseNet + test</td>
<td>63.5</td>
<td>74.4</td>
<td>78.6</td>
</tr>
<tr>
<td>VirF + test</td>
<td>54.2</td>
<td>65.6</td>
<td>69.2</td>
</tr>
<tr>
<td>VirF + testAug</td>
<td>56.6</td>
<td>65.3</td>
<td>68.8</td>
</tr>
<tr>
<td>VirF + testAugD</td>
<td>54.4</td>
<td>64.7</td>
<td>69.2</td>
</tr>
<tr>
<td>Ours</td>
<td>58.0</td>
<td>65.9</td>
<td>69.2</td>
</tr>
</tbody>
</table>

One-shot Video Transfer Recognition. The results are shown in Tabel 2. Comparing the results of "BaseNet + test" and "VirF + test", we can find that after fine-tuning our model on the virtual dataset, the performance drops a lot. That is because both domain and action categories are different in the virtual source domain and the real target domain. In such a case, ImageNet domain is much closer to our target video domain, which indicates that this novel task is very challenging. Hence, algorithms that can simultaneously reduce domain gap and learn new concepts with only one or few examples is expected in this novel task.

Comparing our method with "VirF + test", our segment augmentation method is still valid, especially in 1-shot setting. The performance improvement is decreasing as the number of examples increases, and a negative effect is observed in "VirF + testAug". The performance improvement in most cases can be attributed to that, the augmented videos help learning the prototypes of novel classes, as a representation of these classes in metric space.

When the number of well-labeled samples in the support set increases, they are good enough for learning the prototypes. In such a case, additional synthetic samples do not necessarily provide additional useful information, and may introduce some noisy information due to the augmentation process. This is especially the case in the task of embodied transfer recognition. For "VirF + testAug", we only fine-tune our model on $D_{\text{base}}$, so it does not have the ability of recognizing augmented video data, thus leading to the decrease in few-shot learning.

5.4 Results on MiniKinetics

Baselines and Competitors. We compare against several baselines and competitors as follows. (1) For the first baseline "BaseNet + test", we directly adopt ResNet-50 pre-trained on ImageNet as feature extractor. (2) Second, based on the first baseline, we apply segment augmentation method to the testing phase, which we denote as "BaseNet+testAug". (3) We use source videos $D_{\text{base}}$ to fine-tune ResNet-50 pre-trained on ImageNet, and evaluate the fine-tuned model on the augmented test videos ("TrainFinetuned + testAug"). (4) We also compare our method with the state-of-art approaches, such as CMN [58], Matching Net [49], and MAML [15]. Matching Net is a neural architecture for image one-shot learning. MAML is famous for its meta learning strategy. CMN is designed for one-shot video action recognition. In CMN [58], Linchao Zhu et al. expand Matching Net and MAML into video recognition one-shot classifiers. Considering that our dataset and basic experimental settings are the same as them, we quote the experimental results of these three methods reported in CMN [58].

Figure 5: Per class accuracy (%) of our method on video domain adaptation task. We report the results on the 5-way-1-shot setting.

Results. We report our results on 5-way recognition tasks with 1-shot, 2-shot, 3-shot, 4-shot, and 5-shot, respectively. The results are shown in Table 3. We highlight several important results of the experiments. (1) Our video segment augmentation framework achieves the best performance on the MiniKinetics dataset. Even when we sample only 16 frames, our framework is significantly better than all other baselines and competitors. Our method achieves 67.8% in the 5-way 1-shot task, improving 7.3% over CMN and 4.3% over "BaseNet + test" baseline. And similar boost can be seen in all shots. (2) Comparing the results of "BaseNet + testAug" and "BaseNet + test", our video segment augmentation method boosts the performance in 1-shot and 2-shot settings even when we only apply it in the testing stage. And the performance drop in 3-shot, 4-shot and 5-shot settings is consistent with the results reported on the UnrealAction dataset. (3) Comparing the results of "TrainFinetuned + testAug" with the results of "BaseNet + testAug", it shows a steady rise. We can draw the conclusion that when the domain gap between the source domain and the target domain is small, fine-tuning on source dataset helps significantly. (4) Finally, the performance improvement from "TrainFinetuned + testAug" to ours indicates that training on $D_{\text{base}}$ enables our model to have the ability of recognizing synthetic videos.

Ablation Study. We first explore different one-shot classifiers and then we conduct experiments on the number of frames. We report our results on 5-way recognition tasks with 1-shot, 3-shot, and 5-shot settings and all of them are performed in the way of "BaseNet + test". (1) As shown in Table 4, K-Nearest Neighbor (KNN), Support Vector Machine (SVM) and ProtoNet are explored. We can see that ProtoNet outperforms SVM in 1-shot and 5-shot, and is consistent with SVM in 3-shot. KNN is relatively poor especially when increasing the number of examples in the support set. (2) Each video in MiniKinetics lasts around 10 seconds and contains...
Table 3: Classification accuracy (%) of 5-way few-shot video recognition on MiniKinetics. Our video segment augmentation method achieves the state-of-the-art results.

<table>
<thead>
<tr>
<th></th>
<th>Model</th>
<th>1-shot</th>
<th>2-shot</th>
<th>3-shot</th>
<th>4-shot</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baselines</td>
<td>BaseNet + test</td>
<td>63.5</td>
<td>74.4</td>
<td>78.6</td>
<td>80.7</td>
<td>82.3</td>
</tr>
<tr>
<td></td>
<td>BaseNet + testAug</td>
<td>65.6</td>
<td>74.5</td>
<td>78.0</td>
<td>78.8</td>
<td>81.5</td>
</tr>
<tr>
<td></td>
<td>TrainFinetuned + testAug</td>
<td>67.6</td>
<td>76.8</td>
<td>79.2</td>
<td>82.2</td>
<td>82.9</td>
</tr>
<tr>
<td>Competitors</td>
<td>Matching Net [49]</td>
<td>53.3</td>
<td>64.3</td>
<td>69.2</td>
<td>71.8</td>
<td>74.6</td>
</tr>
<tr>
<td></td>
<td>MAML [15]</td>
<td>54.2</td>
<td>65.5</td>
<td>70.0</td>
<td>72.1</td>
<td>75.3</td>
</tr>
<tr>
<td></td>
<td>CMN [58]</td>
<td>60.5</td>
<td>70.0</td>
<td>75.6</td>
<td>77.3</td>
<td>78.9</td>
</tr>
<tr>
<td>Ours</td>
<td>Video Segment Augmentation Method</td>
<td><strong>67.8</strong></td>
<td><strong>77.8</strong></td>
<td><strong>81.1</strong></td>
<td><strong>82.6</strong></td>
<td><strong>85.0</strong></td>
</tr>
</tbody>
</table>

Table 4: Ablation study of different few-shot classifiers. ProtoNet outperforms KNN and SVM.

<table>
<thead>
<tr>
<th>One-shot classifier</th>
<th>1-shot</th>
<th>3-shot</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>63.2</td>
<td>72.8</td>
<td>76.3</td>
</tr>
<tr>
<td>SVM</td>
<td>63.1</td>
<td>78.6</td>
<td>80.4</td>
</tr>
<tr>
<td>ProtoNet (Ours)</td>
<td><strong>63.5</strong></td>
<td><strong>78.6</strong></td>
<td><strong>82.3</strong></td>
</tr>
</tbody>
</table>

Table 5: Ablation study of different frame numbers. As the number of frames increases, the improvement of accuracy is not significant.

<table>
<thead>
<tr>
<th>Frame No.</th>
<th>1-shot</th>
<th>3-shot</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>63.9</td>
<td>81.3</td>
<td><strong>83.9</strong></td>
</tr>
<tr>
<td>128</td>
<td>63.1</td>
<td><strong>81.5</strong></td>
<td>82.8</td>
</tr>
<tr>
<td>64</td>
<td><strong>64.4</strong></td>
<td>78.5</td>
<td>83.2</td>
</tr>
<tr>
<td>16 (Ours)</td>
<td>63.5</td>
<td>78.6</td>
<td>82.3</td>
</tr>
</tbody>
</table>

about 300 frames. In CMN [58], they propose a multi-saliency embedding algorithm to encode all the video frames into a fixed-size representation. In contrast, we only sample 16 frames-clip at a time yet achieves good results. This promotes us to explore whether it is necessary to leverage so many frames. We set the frame numbers as 16, 64, 128, 300 and make a comparison between them. The results are shown in Table 5. Results show that, when we increase the number of frames, the recognition accuracy improves steadily, which is consistent with the empirical conclusion that more frames introduce additional information. However, the improvement is not that significant, but the cost of time is several times than before. Additionally, if using all the frames of a video for training, we cannot crop clip from video during training, and the diversity of training data is decreased to some extent.

Visualization. To provide an intuitive sense of the capability of our video segment augmentation method, we visualize six classes in Figure 6. We compare our method with baselines "BaseNet + test" and "BaseNet + testAug". They are all conducted in a 5-way 1-shot setting. We first extract video-level features for each video in $D_{novel}$ or $D_{novel}$, and then we apply the t-SNE [31] algorithm to map them into a two-dimension metric space. Figure 6 (a) shows the distribution of $D_{novel}$ Videos when ImageNet pre-trained ResNet-50 is used as the feature extractor. The same color represents the same action class. Figure 6 (b) is the result of applying our video segment augmentation method on the testing stage. We can see that the newly generated videos are still close to the initial cluster, which shows that our method synthesizes videos while keeping the semantic information. Figure 6 (c) demonstrates that, after we fine-tune our video representation learning network on $D_{base}$ and augmented base data $D_{base}$, the distribution of classes shifts and the distance between inter-class increases especially when compared to Figure 6 (a).

6 CONCLUSION

To study the one-shot learning task in video domains, We present a novel setting — embodied one-shot video recognition, and introduce the corresponding UnrealAction dataset as a benchmark. The source videos of UnrealAction are created by capturing the actions of a virtual embodied agent in a virtual environment. Our setting is further split into domain adaptation and transfer recognition. In addition, we introduce a novel video segment augmentation method to synthesize new videos for limited datasets which performs well in practice. Extensive experiments are conducted on UnrealAction and MiniKinetics datasets, and we show that our method achieves the state-of-art performance.
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