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MOTIVATION

• Transfer learning with deep convolutional neural networks (CNNs)
– Dominant strategy: Fine-tuning a f ixed-capacity model on new target data
– Sub-optimal & open question

• Developmental learning
– Inspiration in cognitive science: continual

transfer of previously acquired knowledge

– Grow in model capacity as new tasks as en-
countered: going deeper & wider
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DEVELOPMENTAL NETWORKS
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EVALUATION AND ANALYSIS ON SUN-397

• Learning with augmented
network capacity

• Increasing network capac-
ity through combination or
recursion

• Evaluation with different
CNN architectures

Accuracy (%)Type Method New FC7–New FC6–New All

AlexNet

Baselines Finetuning-CNN 53.63 54.75 54.29 55.93
Single
(Ours)

DA-CNN 54.24 56.48 57.42 58.54
WA-CNN 56.81 56.99 57.84 58.95

Combined
(Ours)

DWA-CNN 56.07 56.41 56.97 57.75
WWA-CNN 56.65 57.10 58.16 59.05

VGG16
Baselines Finetuning-CNN 60.77 59.09 50.54 62.80

Single
(Ours)

DA-CNN 61.21 62.85 63.07 65.55
WA-CNN 63.61 64.00 64.15 66.54

• Reconciling the learning pace

Method Scaling New FC7–New FC6–New All
DA-CNN
FCa–2,048

w/o 53.82 56.47 56.25 57.21
w/ 53.51 56.15 57.14 58.07

w/o (rand) 53.78 54.66 49.72 51.34
w/o (copy+rand) 53.62 54.35 53.70 55.31WA-CNN

FC+
7 –2,048) w/ 56.81 56.99 57.84 58.95

• Learning without forgetting

Type Method Acc (%)
Oracle ImageNet-AlexNet 56.9

LwF 55.9References Joint 56.4

Ours DA-CNN 55.3
WA-CNN 51.5

UNDERSTANDING OF FINE-TUNING PROCEDURES
• Topology of feature spaces : t-SNE feature visualization
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• Changes of feature spaces: top 5 maximally activating images

A common FC7 unit →
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GENERALIZATION TO OTHER TASKS AND DATASETS
• Networks: Width augmented networks (WA-CNN)
• Target tasks: Scene classification & fine-grained recognition & action recognition

MIT-67 102 Flowers CUB200-2011 Stanford-40
Type Approach Acc(%) Approach Acc(%) Approach Acc(%) Approach Acc(%)

ImageNet CNNs
Ours 61.2 Ours 75.3 Ours 62.9 Ours 57.7
Caffe 59.5 CNN-SVM 74.7 CNN-SVM 53.3 Deep Standard 58.9
— — CNNaug-SVM 86.8 CNNaug-SVM 61.8 — —
Caffe-DAG 64.6 LSVM 87.1 LSVM 61.4 Deep Optimized 66.4
— — MsML 89.5 DeCaf+DPD 65.0 — —
Places 68.2 MPP 91.3 MsML 67.9 — —

Task Customized
CNNs

— — Deep Optimized 91.3 — — — —
Data Augmented CNNs Combined-AlexNet 58.8 Combined-AlexNet 83.3 — — Combined-AlexNet 56.4

Joint 63.9 — — Joint 56.6 — —Multi-Task CNNs LwF 64.5 — — LwF 57.5 — —
Ours WA-CNN 66.3 WA-CNN 92.8 WA-CNN 69.0 WA-CNN 67.5

A SINGLE UNIVERSAL HIGHER CAPACITY MODEL?
• Should standard models have used higher capacity even for the source task?

Dataset CNN WA-CNN-scratch WA-CNN-grow (Ours)
ImageNet 56.9 57.6 57.8

Dataset CNN-FT WA-CNN-ori WA-CNN-grow (Ours)
MIT-67 61.2 62.3 66.3

CUB200-2011 62.9 63.2 69.0

• Cooperative learning: Encourage diversity of units
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• Continual transfer across multiple tasks
WA-CNN (Ours) Baselines

Scenarios ImageNet→MIT67 ImageNet→SUN→MIT67 Places ImageNet-VGG
Acc(%) 66.3 79.3 68.2 74.7

LEARNING AT THE SAME PACE
• Reconcile the learning pace of new and pre-existing units
• Additional normalization & adaptive scaling
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• Increasing model capacity significantly helps existing units better adapt and specialize to the target task.
• Newly added units should have a pace of learning that is comparable to the pre-existing units.
• A developmental view of CNN optimization, where model capacity is progressively grown throughout a lifelong learning

process when learning from continuously evolving data streams and tasks.


